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Goals of this lecture

• Present the main physical processes and concepts we 
need to consider to understand geodynamics (mainly in 
the lithosphere)

• Provide necessary background for the rest of the course
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Dissecting the course title

• This course is titled “Introduction to geodynamic modelling”

• What does this title bring to mind for you? 
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Dissecting the course title

• This course is titled “Introduction to (lithospheric) geodynamic 
modelling”

• Our focus is on the lithosphere

• Outermost layer of the Earth that is rigid over geological 
timescales

• Thermal lithosphere: Portion of outer layers below 
~1300°C

• Crust and lithospheric mantle

• No convecting mantle
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Dissecting the course title

• This course is titled “Introduction to geodynamic 
modelling”

• Our focus is on geodynamics

• Plate tectonics and related phenomena

• Physical processes/topics

• Stress and strain

• Heat transfer

• Deformation: Faulting and folding, rheology
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Dissecting the course title

• This course is titled “Introduction to geodynamic modelling”

• Our focus is on modelling

• Using computers to solve equations and simulate 
geodynamic processes

• We will learn how to solve equations using numerical 
methods, and how to implement those numerical 
solutions in computer code

• Few geodynamic processes are simple enough to be 
explored without the use of computers

 6



www.helsinki.fi/yliopisto May 13, 2018Intro to geodynamic modelling

The path forward

• Now we will briefly review the different physical processes and 
concepts related to geodynamics

• In the following lecture we’ll take some of the equations we’ll 
see in this lecture and discuss what is needed to solve them

• In the afternoon we will review basic computing concepts by 
way of examples using the Python programming language

• Some of this will be review for you, but it never hurts to revisit 
these fundamental topics before moving on to more 
challenging topics
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Plate Tectonics and
related phenomena



www.helsinki.fi/yliopisto May 13, 2018Intro to geodynamic modelling

Lithospheric geodynamic processes

• The focus for this lecture will 
be on the lithosphere and the 
dynamic processes involved in 
its deformation and evolution

• Many of these processes can 
be directly linked to Plate 
Tectonics and the Wilson 
cycle
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Rifting of the lithosphere
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Syn-rift salt tectonics at intermediate width margins
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Oceanic subduction
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 Geodynamic models of Cordilleran orogens: Gravitational instability of magmatic arc roots 7

a free-slip bottom boundary. Plate convergence at 7 cm/yr is 
imposed through assigned velocities for the oceanic (5 cm/yr) and 
continental (2 cm/yr) plates at the side boundaries of the model. 
To maintain mass balance in the model domain, a small uniform 
outfl ux (Vout) through the side boundaries of the sublithospheric 
mantle occurs, equally distributed on each boundary. Models are 
solved in the continental reference frame by adding 2 cm/yr to all 
side boundaries. No surface processes (e.g., erosion) are included 
in the models.

In phase 2, subduction is initiated. Subduction is aided by a 
narrow, inclined zone of weak material between the oceanic and 
continental plates (Fig. 2A). This material is subducted with 
the oceanic plate and does not affect later model evolution. In 
addition, a high viscous strength is assigned to the continental 
crust (f = 50; Eq. 7) and continental mantle lithosphere (f = 10). 
This phase is run for a total of 10 m.y. (total convergence of 
560 km). All the model experiments shown herein start at this 
point (phase 3), and times are reported as the time since the 
start of phase 3. During this phase, the viscous strength of the 
continental crust and mantle lithosphere is set to the reference 

values (f = 5; Table 1), and magmatic processes at the volcanic 
arc are imposed.

SUBDUCTION ZONE BASE MODEL

We fi rst present a model in which magmatic processes are 
not included. Figure 3A shows the model at the end of phase 
2, after subduction has been established. The oceanic plate 
descends into the mantle along a well-defi ned shear zone, with 
little deformation of the overlying continent. At this time, the tip 
of the subducted plate is at the bottom of the model domain and 
is defl ected horizontally along this impermeable boundary. Over 
the next 3–4 m.y., the oceanic plate undergoes retreat as a conse-
quence of the reduction in the upper-plate strength at the start of 
phase 3. The trench shifts seaward by ~90 km (Fig. 3B), and there 
is minor distributed extension in the upper plate. In the mantle 
wedge corner (above a slab depth of 60–150 km), there is a slight 
decrease in the dip angle of the slab from ~40° to ~35°. After 
this, the subduction zone stabilizes, and there is steady subduc-
tion with little change in geometry.

Figure 3. Evolution of a model with no volcanic arc. The entire model domain is shown on the left, and a close-up of the mantle wedge 
corner is shown on the right. Model parameters are those used in the reference model (Table 1). Material shading is same as in Figure 2. 
Times are relative to the start of phase 3 of the models (10 m.y. after subduction initiation). 

 on September 10, 2014memoirs.gsapubs.orgDownloaded from 

1.

6.

5.

4.

3.

2.

Stüwe, 2007

Currie et al., 2015



www.helsinki.fi/yliopisto May 13, 2018Intro to geodynamic modelling

Continental collision
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Continental collision
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Toward three dimensions
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values first. In cases where deformation is more distrib-
uted throughout the system, secondary shear bands
formed throughout the system may accumulate enough
strain to compete with the initial tendency of the main
grabens to propagate. The evolution of the system thus
depends on the relative efficiency of strain accumulation
and resulting localization: (1) along strike; (2) in the link-
age area; and (3) in the lateral zones adjacent to main
grabens.

Effect of grabenspacingandunderlap
Small graben offsets (∆x) tend to favour linkage between
approaching grabens as a result of the self-reinforcing
effect caused by the overlap between zones of diffuse
deformation from each graben. The horst formed in the
overlapping region where shears dipping in opposite
directions meet, for small offset grabens (for e.g., in
model 1, Fig. 3, 9a) can explain the formation of the nar-
row horst observed in the Devil’s Lane (Fig. 9i). For
intermediate offsets, deformation is accommodated in
secondary conjugate shear bands in the central region.
As strain-weakening values are reached first in this region,
linkage of the grabens through a secondary graben is
favoured over propagation. These structures can be com-
pared with another part of the Canyonlands (Fig. 9ii),
which is characterized by three moderately offset grabens.
In this region, the intermediate graben has undergone less
extension than the other two grabens, suggesting that it
was formed relatively late during the growth history of
the primary grabens, as in model 3 (Fig. 3,9b). Beyond a
certain critical offset ∆x, the grabens are too far apart to
interact and strain accumulation in the linkage area
becomes inefficient. This results in an increase in impor-

tance of secondary shear zones throughout the system,
which results in deformation becoming more distributed.
The main effect of increasing the length of the pre-

existing weakness zones, i.e., decreasing the distance
between the tips of the weak seeds ∆y, is to increase the
efficiency of along-strike propagation as deformation is
more localized. The larger strength perturbation owing to
the more pronounced pre-existing weakness zone results
in more efficient localization and propagation of the
graben zone. For larger offsets, as deformation localizes
efficiently in the weak seed regions, there is a smaller ten-
dency for secondary shear bands to form adjacent to the
grabens. The grabens thus tend to propagate along-strike
with reduced interaction with each other. Although lateral
secondary shear bands localize more efficiently for large
offsets ∆x, propagation of the main grabens still dominates
owing to the higher strength perturbation provided by the
initial weak seed regions.

Roleof the effective salt detachment layer
Models 12–15 indicate that graben evolution and interac-
tion is highly dependent on the thickness of the underlying
salt layer. Isostatic compensation by the salt layer results
in more symmetrical grabens. The salt layer facilitates the
localization of deformation and keeps deformation in the
system localized as the slightest heterogeneity in the brittle
layer is emphasized when the less dense salt rises to fill in
the space created. This results in more efficient strain
weakening both along strike and in lateral zones adjacent
to the main grabens. Individual grabens are more localized
and link more easily when the salt layer is thicker. Because
the viscous salt layer allows for vertical motion of the brit-
tle layer, a thicker salt layer results in a less constrained

(i) (ii) (iii)

(a) (b) (c)

Fig. 9. Selected 3D examples (i, ii, iii) of different styles of graben interaction in the Canyonlands area. The white layer represents an
internal sandstone unit in the sedimentary sequence layer within the Cutler formation. Note the densely spaced joint sets that are visi-
ble on the surface of the block diagram. Models 1, 3, 15 (a, b, c) shown underneath compare relatively well with the structures
observed in that region and can provide an explanation for their formation.

© 2012 The Authors
Basin Research © 2012 John Wiley & Sons Ltd, European Association of Geoscientists & Engineers and International Association of Sedimentologists 447
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Fold-and-thrust belt growth and erosion
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Eff. strain rate [10-15 s-1]
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Elevation [km]
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What is a model?
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What is a model?

• “A model it tool used to describe the world around us in a 
simplified way so that we can understand it better” 
 
Stüwe, 2007
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What is a model?
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http://geology.com/nsta/

A subduction model

• “A model it tool used to describe the world around us in a 
simplified way so that we can understand it better” 
 
Stüwe, 2007
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Types of geological models
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Mosher et al., 2008

• Tectonic diagrams are a familiar form of model 
to help clarify the time evolution of a study area

• Typically this kind of model is used to simplify the 
complex modern geology and restore it to a pre-
deformation state

• These models, though, have no basis in physics 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centre behaves most competently
during buckling. The Finnmyren area
east of the Skellefte volcanic area
(Fig. 2a) can be interpreted as a pro-
gressive orocline (Johnston et al.,
2013), but other possibilities are that
a small-scale buckling occurred
before the main orocline formation
or that Finnmyren represents the
basement of the Skellefte volcanic
arc (Rutland et al., 2001).
At 1.87 Ga, shortly after the end

or during the late stages of collision,
buckling started due to an ortho-
gonal switch of the principal com-
pressive stress. This switch in stress
direction was due to the attempted
subduction of the continental lower
plate during subduction towards the
NW. The assumed presence of oce-
anic lithosphere to the west and
southwest at that time provided free
space for buckling. We propose that
the crust and mantle lithosphere in
the Keitele area was hot enough to
accommodate the buckling, which
means that material flow in the mid-
dle/lower crust and mantle should
have occurred to accommodate the
space problem.
We have concentrated on the cou-

pled Bothnian oroclines, but the lin-
ear Fennian orogen most probably

continued to the NW and SE
(Fig. 1b). Major orogenic overprint-
ing of the Bothnian oroclines
occurred at 1.83–1.80 Ga during
NW–SE convergence (Fig. 1b) pro-
ducing the eastern part of the Sveco-
baltic orogen (Fig. 1a), contracting
the southern limb of the southern
Bothnian Orocline and partly over-
thrusting it with rocks of Southern
Svecofennia (Fig. 2a). Because of this
overprinting, we do not know with
certainty whether the 1.90–1.88 Ga
volcanic belts in Southern Svecofen-
nia are continuations of the buckling
or not. Oroclinal buckling in Bergsla-
gen (Fig. 1a) at 1.83–1.82 Ga (Beunk
and Kuipers, 2012) is younger than
the proposed age for the Bothnian
oroclinal buckling. The NW–SE con-
vergence also affected Pohjanmaa,
and late E–W compression affected
Skellefte (Kathol and Weihed, 2005;
Skytt€a et al., 2012).
Terrane wreck is our favoured

model for the coupled Bothnian oro-
clines, but other models for oroclinal
bending exist. For example, the for-
mation of the New England oroclines
has been interpreted as strike-slip
faulting with buckling (Cawood
et al., 2011), strike-slip faulting with-
out buckling (Offler and Foster,

2008) and subduction rollback with
bending in a strike-slip setting (Ro-
senbaum et al., 2012).

Conclusions

When applying modern tectonic pro-
cesses to the interpretation of Pre-
cambrian shield areas, we face the
problem that many of the key ingre-
dients are missing or hidden due to
later deformation, exhumation, ero-
sion and partial dispersion. Despite
these difficulties, our reinterpretation
of existing data in the central part of
the Svecofennian Orogen indicates
that large-scale oroclines could have
formed in the Palaeoproterozoic. The
coupled Bothnian oroclines can also
explain the long-lasting dilemma of
the arcuate crustal conductance
anomaly, coeval arc volcanism in
separate areas and the distribution of
ore deposits in the central part of the
Fennoscandian Shield. We propose
that rapid construction of large areas
of stable continental lithosphere in
the Palaeoproterozoic was facilitated
by terrane wrecks. The next chal-
lenge is to identify these processes in
other Palaeoproterozoic belts, and
also in Archaean orogenic belts.
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Fig. 3 Sketch illustrating the buckling model (Johnston et al., 2013) of how the
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Types of geological models

• 3D structural or geological 
models are closer to reality in that 
they are based on a combination of 
surface and subsurface geological and 
geophysical observations

• The primary goal of these models is 
data visualisation, again helping us 
understand complex geometries

• Models of this type typically do not 
simulate physical processes
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402 P. Skyttä: Crustal 3-D geometry of the Kristineberg area

Fig. 10. gOcad screenshots of the 3-D model over the Kristineberg
area, see Supplement for the related 3-D PDF file. (a) An overview
of the model, an oblique view towards NNE. (b) A long-sectional
view highlighting the variable geometry along the hinge of the
Southern antiform. (c) A sliced view with reference to locations
“I”–“V” discussed in the text (see Fig. 2a for locations).

individual ore lenses or sets of lenses (Fig. 9a). Furthermore,
change in the F2 fold geometry from the stratigraphical foot-
wall to the hanging wall implies that substantial deformation
was localized either within the ore sheet or along its contacts.
Since the axes of the folds on both sides of the ore sheet
are parallel with each another, and with the observed min-
eral lineation, but vary in the axial surface orientation, we in-
fer that the contrasting fold geometries are due to strike-slip
dominated shear with a smaller reverse dip-slip component
along the WNW–ESE high-strain zone. This interpretation is
in line with dextral strike-slip deformation observed along an
ENE–WSW high-strain zone within the Viterliden intrusion,

Fig. 11. Screenshots from the Supplementary 3-D PDF illustrating
the geometry of the Kristineberg area VMS deposits. The surfaces
in various shades of red are shear zones. (a–c) show the Kristineberg
deposit viewed towards approximately E, with slight rotation from
a view towards ESE in (a) towards ENE in (c). (d) Rävliden and
Rävlidmyran deposits viewed towards WSW. The grey, green and
blue are structural form surfaces (see Supplement for details).

directly east of the A4 open pit (Fig. 2a; Skyttä et al., 2010).
Of significance for the local-scale continuation of the ore are
also those high-strain zones which occur at high angles to
the strike of the deposits and may define the lateral extent of
individual ore bodies (Fig. 9a, d).
Summing up, reverse movements along the south-dipping

shear zones and the related folding have the strongest con-
trol over the present-day orientation and form of the ore de-
posits and their individual ore lenses. However, the evidence
for (dextral) strike-slip shearing suggests that the previously
inferred lateral flow could be locally significant in reorient-
ing the ore lenses (Skyttä et al., 2009). The more complex
structural geometry of the stratigraphically deeper deposits
(Kristineberg) further suggests that the role of sub-horizontal
tectonic movements increases with increasing crustal depth.
For this reason, the transposition of the Kristineberg ore de-
posits is perfectly in line with the regional structural tran-
sitions characterized by localized coaxial deformation and
sub-vertical lineations at high crustal levels, and more pen-
etrative, sub-horizontal flow deeper in the crust (Skyttä et al.,
2012).

7 Conclusions

The crustal structure of the Kristineberg area may be at-
tributed to SSE–NNW transpression which may be corre-
lated with the formation of the characteristic upright folds
in the central Skellefte district at around 1.87Ga.

Solid Earth, 4, 387–404, 2013 www.solid-earth.net/4/387/2013/

Skyttä et al., 2013
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Integrated geophysical modelling

• Integrated geophyiscal 
models use a combination of an 
input crustal structure and 
composition, and rock thermal 
properties to calculate various 
properties of the lithosphere 
(gravity anomalies, seismic 
velocities, surface heat flow, etc.)

• These models involve a 2D or 3D 
geometrical model and calculation 
of heat transfer in the lithosphere 
and upper mantle

 21

Lateral transition zone in lithospheric mantle 7

empirical parameters refer to the bulk rock for a generic SCLM
rather than to the individual minerals, because the uncertainty of the
controlling parameters yields variations in thermal conductivity that
are of the same order as the compositional dependence. The values
for the two different SCLM bulk compositions used in this study
(Phanerozoic-type and Proterozoic-type) are chosen from the range
of reasonable values such that the differences in seismic velocities
are maximized, which is of importance for this study, as discussed
later.

2.2.4 Geophysical observables

A number of geophysical data sets are used for comparison of the
modelled observables. The geoid is taken from EGM2008 (Pavlis
et al. 2008) with removal of the low-wavelengths of spherical har-
monic order and degree lesser than ten. Bouguer and Free-Air
anomalies are taken from the DTU2010 data set (Andersen et al.
2010). Bouguer reduction densities are 2670 and 1670 kg m−3 for
onshore and offshore areas, respectively.

Regional tomographic data sets often have a too coarse resolution
to resolve the lithospheric structures of southwestern Fennoscandia.
Local tomographic studies have been performed in southern Nor-
way (Medhus et al. 2012; Wawerzinek et al. 2013). Velocity–depth
profiles (Fig. 3b) have been determined for the same area by Maupin
(2011) and for southern Sweden and Denmark by Cotte et al. (2002).

A regional heat flow data set of Norway has been compiled by
Slagstad et al. (2009). However, these data are strongly influenced
by local anomalies and can therefore only provide a rough guideline
to the regional modelling and are not specifically considered in this
study.

3 M O D E L L I N G R E S U LT S

Here we present the results of two different 3-D subsurface models.
The geometry of model Scand1 mainly reflects the existing data sets

as described in Section 2. Modifications to this geometry comprise
adjustments to the thickness of the LCL (in onshore and offshore
regions), but are minor. Model Scand2 is a variation of model
Scand1 with primary changes in the composition and thickness
of the lithospheric mantle. Additional differences between the two
models concern the crustal densities and thickness of the LCL, as
described below.

3.1 Model Scand1: prototype

Design of model Scand1

Model Scand1 is mainly built on the existing data sets described
in Section 2. The model domain comprises southern Norway and
southern Sweden up to 65◦N (Figs 5a and b) and is split into 72 ×
72 × 203 cells, yielding a depth resolution of 2 km, a N–S resolu-
tion of ca. 14 km, and an E–W resolution between 12 and 15 km,
depending on latitude.

A vertical cross section at 61◦N (Fig. 5c) shows the sediments,
the three-layered crust, the TIB, the LCL and the lithospheric and
sublithospheric mantle. Uniform crustal layering, as evident from
southern Norway (Stratford et al. 2009), is extrapolated to the ad-
jacent regions. This simplified geometry does not do justice to
the offshore areas, where basement highs, small-scale sedimentary
basins, lower crustal bodies and basalt flows result in locally com-
plex patterns (Olesen et al. 2010). Because the focus of this paper
is the deep lithospheric structure of (mainly onshore) southwest-
ern Fennoscandia and the vertical model resolution is only 2 km,
we retain a simplified offshore crustal structure and fit gravity and
elevation data allowing moderate changes in the sediment thick-
ness and Moho depth. This simplified offshore structure precludes
detailed geodynamic interpretations there. However, including this
first-order structure minimizes any bias due to offshore misfits in
onshore model estimates.

Figure 5. (a) Thickness of lower crustal layer in model Scand1. (b) Depth to lithosphere–asthenosphere boundary (LAB) in model Scand1 (from Calcagnile
1982). (c) Cross section at 61◦N showing the subsurface model geometry and density distribution. TIB, Transscandinavian Igneous Belt; LCL, lower crustal
layer. (d) Temperature of model Scand1 along cross section at 61◦N. (e) S-wave velocity of model Scand1 along cross section at 61◦N showing an overall
velocity increase to the east. (f) Comparison of measured (grey) and modelled (red, blue) velocities of southern Norway and southern Sweden. Locations of
velocity–depth profiles are shown in (e). Modelled velocity differences between these regions are ca. 0.1 km s−1. Velocity differences similar to observed
ones can be obtained with somewhat unrealistic attenuation factors equivalent to very small grain size, d, under Norway paired with infinite grain size (no
attenuation) under Sweden.
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Types of geological models

• Thermo-kinematic (or thermokinematic) models 
simulate both mass transport and heat transfer using a pre-
defined velocity field and input rock thermal/physical 
properties

• Models of this type can be compared to a number of 
observables, including surface heat flow and mineral cooling 
ages, and typically have a geometry based on surface geological 
observations and geophysical data such as reflection seismics
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Gansser [1983]. In that case, the MCT appears apparently twice along the age profile (Figure 5b), and we have
labeled the southernmost and northernmost intersection of the MCT with the topography, MCTs and MCTn,
respectively.

4. Thermokinematic Modeling

The large thermochronologic data set presented in the previous section can be used to extract information
about fault slip rates, fault geometry, and thermal parameters in the surrounding crust. This procedure is not
trivial, however, because thermochronologic ages are nonunique, and many combinations of kinematic,
geometric, and thermal parameters are capable of producing equivalent ages within typical sample uncer-
tainties. We address this challenge by using a numerical thermokinematic modeling approach to formally
invert the data and define the parameter ranges that provide a satisfactory fit to the observations. The two-
stage inversion procedure involves (1) a search through the multidimensional parameter space for parameter
combinations that provide a good fit to the observed ages and (2) an appraisal of the search results to define
acceptable parameter ranges. Predicted ages are calculated from 3-D forward models that use input pa-
rameters selected by the inversion search algorithm based on the goodness-of-fit of prior predictions. Below,
we first detail the forward model before describing the inversion method.

4.1. Forward Model (Pecube) and Model Input Parameters

Thermochronometer cooling ages are predicted for comparison with observed ages by forward modeling of
the 3-D crustal thermal field using a modified version of the software Pecube [Braun, 2003; Braun et al., 2012].
The functionality of Pecube is described well by Braun [2003] and Braun et al. [2012], so here we provide only
a brief overview of the general operation of the code and indicate how the code was modified for this study.
In essence, Pecube consists of three main components: (1) A kinematic model that calculates rock transport
(advection) velocities as a function of defined fault geometries, (2) a thermal model that calculates the
thermal field as a function of rock thermal properties, thermal boundary conditions, fault motion, and surface
erosion, and (3) a set of age prediction algorithms that calculate thermochronometer ages from thermal
histories recorded as particles cool during exhumation from depth to the model surface.

a)

b)

Figure 6. Thermokinematic model boundary conditions, free parameters, and example thermal solution (parameters are
given in Table 5). (a) The kinematic model has Indo-Tibetan convergence partitioned on either side of the MHT, which is
defined by a series of points along its length that may occupy any position within each corresponding search box. (b)
Isotherms (thin white lines) show significant perturbations to the subsurface thermal field, mainly from advection using the
velocity field (black arrows) generated by the kinematic model. Instantaneous exhumation rates in the numerical model
correspond to the vertical component of the velocity vectors at the surface (insets).
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Types of geological models

• Thermo-mechanical 
models simulate true 
lithospheric dynamics

• Internal deformation in the 
model is determined based on 
physical forces acting on the 
model and material properties 
of rock in the model

• Heat transfer will vary as a 
result of model deformation, 
but also affect the model 
material properties
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lithospheric dynamics

• This type of model offers the 
greatest predictive power, but 
can be difficult to directly link 
to geological observations 
because the model evolution is 
not known a priori

• This kind of model is the focus 
for the remainder of this 
presentation
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Analogue versus numerical models

• Analogue models are an alternative to 
thermomechanical models where materials 
analogous to Earth materials are used to 
simulate deformation of the Earth in physical 
models

• These models do not prescribe any material 
behavior, but rather allow the material to 
deform subject to imposed deformation at 
the boundaries

• Though these are a viable alternative to 
numerical models, it is difficult to simulate 
temperature-dependent materials and scaling 
of the model properties can be a problem

 25

Tapponnier et al., 1982
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Physical model 
concepts:

Earth as a continuum
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What does that even mean?

• Most geodynamic models treat the Earth as a continuum such 
that there are no material gaps or voids at the macroscopic scale

• Field variables such as pressure, velocity, or stress are thus fully 
continuous

• In this context the Earth is a fluid with a very high viscosity 
(typically 1018 - 1023 Pa s)

 27

Velocities and strain rates in a lithospheric geodynamic model
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Earth as a fluid? Even the lithosphere?

• Fluid: Any material that flows in response to an applied stress

• Differences between solids and fluids

• Rheological (or constitutive) law: An equation relating stress to strain 
rates in a fluid 

 28

Solids Fluids
Strain from being stressed Continuous deformation under applied forces

Stresses related to strains Stresses related to rates of strain
Strain result of displacement gradients Strain result of velocity gradients
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Fluid mechanics

• Fluid mechanics is the science of fluid motion

• Based on conservation of three basic physical property and their 
corresponding mathematical representations

• Conservation of mass - The continuity equation

• Conservation of momentum - The momentum equation

• Conservation of energy - The heat transfer equation

• Conservation of mass, momentum and energy are combined with 
rheological laws to describe fluid movement under an applied force

 29
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@⇢

@t
= �⇢ (r · V )

• Calculations in the continuum are performed by considering an 
infinitesimal volume of the material, the local volume

• The general form of conservation of mass for a local 
volume of a continuum in an Eulerian reference frame is 
 
 
 
 
 
where 𝜌 is the local density, 𝑡 is time and 𝑽 is the local velocity

@⇢

@t
+ ⇢ (r · V ) = 0

The continuity equation
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14 The continuity equation

Fig. 1.3 Components of a local velocity vector v⃗ (grey arrow) in one (a) two (b)
and three (c) dimensions.

Fig. 1.4 Examples of divergent (a) convergent (b) and neutral (c) 2D velocity fields
around a point.

field is directed outward from the point (divergent flow, Fig. 1.4(a)) and is negative
when this field is directed towards the point (convergent flow, Fig. 1.4(b)).

The Lagrangian continuity equation is written for a moving point of reference;
it has the form:

Dρ

Dt
+ ρdiv(v⃗) = 0, (1.3a)

or
Dρ

Dt
+ ρ∇ · v⃗ = 0, (1.3b)

where
D

Dt
is the Lagrangian time derivative and the other parameters were explained

before (see Eq. (1.1)).

1.3 Eulerian and Lagrangian points – what is the difference?

Understanding the difference between Eulerian and Lagrangian points is funda-
mental for continuum mechanics. A Lagrangian point is strictly connected to a
single material point and is moving with this point. Therefore, the same material
point is always found in a given Lagrangian point independent of the moment of

time. For this reason, the Lagrangian time derivative of density
Dρ

Dt
(i.e., changes in

density with time at the Lagrangian point) is also called the substantive or objective
time derivative. On the other hand, an Eulerian point is an immobile observation
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Gerya, 2010

Mass or volume flux 
(divergence of velocity)

Change in local density

Alternative form
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The continuity equation

• It is common in geodynamic numerical models, particularly in 
the crust or lithosphere, to assume the material is 
incompressible

• In this case, the continuity equation simplifies to 
 
 
stating simply that there is no divergence in the velocity field of 
the continuum

• In many numerical models, this condition is not strictly obeyed, 
allowing a very small amount of compressibility in the materials
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What drives a fluid to flow?

• At this point, we have established that 
geodynamicists often model the Earth as a 
continuous, highly viscous fluid. Since we’re 
interested in the dynamics of this fluid, a 
reasonable question to ask is what forces 
might cause a fluid to flow?

 35

Sir George Stokes
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The momentum equation

• The basic relationship that thus determines the 
dynamics of material in the continuum is 
conservation of momentum, the balance of internal 
and external forces acting on the material

• The conservation of momentum for a fluid 
subject to gravity is the Navier-Stokes equation  
 
 
 
 
where 𝜂 is the fluid shear viscosity, 𝑃 is pressure,  
𝑔 is the acceleration due to gravity, and     is the 
material time derivative of the fluid velocity 
(acceleration)
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r · ⌘(rV +rV T)�rP � ⇢g = ⇢V̇

Sir George Stokes

Fluid velocity Fluid pressure Body forces Acceleration

V̇
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The momentum equation

• For highly viscous fluids with a very small Reynolds 
number the acceleration term of the Navier-Stokes 
equation can be ignored reducing to the equation 
of Stokes flow (and simplifying the solutions)  
 

• It is trivial to demonstrate that the Reynolds 
number of most geodynamic flows is extremely 
low  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Sir George Stokes
The Reynolds number

Inertial forces

Viscous forces
Re =

⇢V L

⌘

Fluid velocity Fluid pressure Body forces

r · ⌘(rV +rV T)�rP = ⇢g
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Pre-coffee exercise

• The Reynolds number determines whether or not a fluid flow 
should be expected to be turbulent or laminar

• The critical value of the Reynolds number is ~2000, above 
which flow is turbulent

• Using your best guess at the equation values, estimate the 
Reynolds number for convection of the upper 
mantle 

• Do we need to worry about turbulence? 

 38

The Reynolds number

Re =
⇢V L

⌘
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Physical model 
concepts:

Stress and strain
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Forces

• Force: A push or pull applied to a body.  
Force = mass x acceleration (Newton’s second law)

• Units: Newtons [N]; 1 N = 1 kg m s-2

• Representation: Vector

• Example: Gravity (directed toward center of Earth)  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after Twiss and Moores, 2006
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Force
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𝑦
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after Twiss and Moores, 2006
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Body forces versus surface forces

• Body force: Forces that act throughout the volume of a 
solid. Proportional to its volume or mass.

• Example: Slab pull (gravity)

• Surface force: Forces that act on the surface area bounding 
an element or volume. Proportional to the area upon which 
the force acts.

• Example: Friction along a fault plane
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Surface stresses

• Stress: A force per unit area transmitted through a material by interatomic 
force fields

• Surface stress: A pair of equal and opposite forces acting on the area of a 
surface in a specific orientation

• Units: Pascals [Pa]; 1 Pa = 1 N m-2

• Representation: Pair of vectors with a specified surface area/orientation

• Example: Hand pushing on table, table pushing back  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Surface stresses
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after Twiss and Moores, 2006
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Stress in two dimensions
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Fig. 2.13, Turcotte and Schubert, 2014

Surface forces in 2D • In two dimensions, we consider forces 
acting on four faces of an infinitesimal 
cube of dimension 𝛿𝑥 ⨉ 𝛿𝑦 ⨉ 𝛿𝑧

• Here we assume no forces act or 
vary in the 𝑧 direction

• Normal stresses: 𝜎𝑥𝑥, 𝜎𝑦𝑦

• Shear stresses: 𝜎𝑥𝑦, 𝜎𝑦𝑥

• At equilibrium we can state 𝜎𝑥𝑦 = 𝜎𝑦𝑥

• Why? 
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Stress in two dimensions
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Fig. 2.13, Turcotte and Schubert, 2014

Surface forces in 2D • In two dimensions, we consider forces 
acting on four faces of an infinitesimal 
cube of dimension 𝛿𝑥 ⨉ 𝛿𝑦 ⨉ 𝛿𝑧

• Here we assume no forces act or 
vary in the 𝑧 direction

• Normal stresses: 𝜎𝑥𝑥, 𝜎𝑦𝑦

• Shear stresses: 𝜎𝑥𝑦, 𝜎𝑦𝑥
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• Why? 
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Stress in two dimensions
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Fig. 2.13, Turcotte and Schubert, 2014

Surface forces in 2D • In two dimensions, we consider forces 
acting on four faces of an infinitesimal 
cube of dimension 𝛿𝑥 ⨉ 𝛿𝑦 ⨉ 𝛿𝑧

• Here we assume no forces act or 
vary in the 𝑧 direction

• Normal stresses: 𝜎𝑥𝑥, 𝜎𝑦𝑦

• Shear stresses: 𝜎𝑥𝑦, 𝜎𝑦𝑥
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• Why? 
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Stress in three dimensions

• In three dimensions, we consider forces acting 
on all six faces of an infinitesimal cube of 
dimension 𝛿𝑥 ⨉ 𝛿𝑦 ⨉ 𝛿𝑧

• Normal stresses: 𝜎𝑥𝑥, 𝜎𝑦𝑦, 𝜎𝑧𝑧

• Shear stresses: 𝜎𝑥𝑦, 𝜎𝑦𝑥, 𝜎𝑥𝑧, 𝜎𝑧𝑥, 𝜎𝑦𝑧, 𝜎𝑧𝑦

• At equilibrium we can state 𝜎𝑥𝑦 = 𝜎𝑦𝑥, 𝜎𝑥𝑧 = 𝜎𝑧𝑥, 

𝜎𝑦𝑧 = 𝜎𝑧𝑦

 50

Fig. 2.15, Turcotte and Schubert, 2014
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Stress in three dimensions

• A few useful stress values

• Pressure (mean stress)

• Deviatoric stress (indicated by primes)  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Fig. 2.15, Turcotte and Schubert, 2014
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Physical model 
concepts:

Heat transfer
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Why does temperature matter?

• Rock deformation 
strongly depends upon 
temperature

• Rock strength drops 
80-90% for even 
small amounts of 
partial melt (5-7%)

• Whether rocks are 
brittle and fault, or 
ductile and fold is 
largely determined 
by temperature

 53

362

Figure 13.3   Schematic plot of aggregate viscous strength versus melt volume % for sili-
cate rocks between the liquidus and solidus (modified from Figure 4 in Rosenberg and
Handy 2005).  Note the two strength drops at the melt connectivity transition (MCT) and
liquid-to-solid transition (LST); RCMP is rheological critical melt percentage. The vertical
scale of the lower part of the ordinate is exaggerated to make the LST visible.  The micro-
structural sketches illustrate deformation at different melt vol.-%. At 3 vol.-%, deforma-
tion localizes along a melt-bearing fault.  At 7 vol.-%, deformation becomes more distrib-
uted, but is localized along the interconnected melt network on the grain scale.  At
40–60 vol.-%, the solid crystal framework breaks down, but the grains still interact through
the melt.  Above 60 vol.-%, the solid particles suspended in the melt do not interact.

Claudio L. Rosenberg, Sergei Medvedev, and Mark R. Handy

RDW95.pmd 04.10.2006, 14:03362

Rosenberg et al., 2007

www.usgs.gov
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Heat transfer processes in the lithosphere

• Conduction  
 

• Production  
 
 

• Advection  
 

 54



www.helsinki.fi/yliopisto May 13, 2018Intro to geodynamic modelling

Heat transfer processes in the lithosphere

• Conduction: The diffusive transfer of heat by kinetic atomic 
or molecular interactions within the material. Also known as 
thermal diffusion.

• Production  
 
 

• Advection  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qz = �k
dT

dz

Fourier’s first law of heat conduction

• In 1D, the mathematical translation of “Heat flux 𝑞 is directly 
proportional to the thermal gradient in a material” is 

• Here, 𝑇 represents temperature and 𝑧 represents spatial 
position, depth in the Earth for our example

• Thus, 𝑑𝑇/𝑑𝑧 is the change in temperature with depth, or the 
thermal gradient

• The proportionality constant 𝑘 is known as the thermal 
conductivity
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Fourier’s first law of heat conduction

• In 1D, the mathematical translation of “Heat flux 𝑞 is directly 
proportional to the thermal gradient in a material” is 

• Why is there a negative sign?  
 

• In general, we can state Fourier’s first law of heat conduction 
as  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Fourier’s first law of heat conduction

• In 1D, the mathematical translation of “Heat flux 𝑞 is directly 
proportional to the thermal gradient in a material” is 

• Why is there a negative sign?  
 

• In general, we can state Fourier’s first law of heat conduction 
as  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Heat transfer processes in the lithosphere

• Conduction: The diffusive transfer of heat by kinetic atomic 
or molecular interactions within the material. Also known as 
thermal diffusion.

• Production: Not really a heat transfer process, but rather a 
source of heat. Sources in the lithosphere include radioactive 
decay, friction in deforming rock or chemical reactions such as 
phase transitions.

• Advection  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Radiogenic heat production

• Radiogenic heat production, 𝐴 or 𝐻, is one of several heat 
sources and results from the decay of radioactive isotopes in the 
Earth, mainly 238U, 235U, 232Th and 40K. 𝐴 is often used for volumetric 

heat production and 𝐻 for heat production by mass.

• These elements occur in the mantle, but are concentrated in the 
crust, where radiogenic heating can be significant

• The surface heat flow in continental regions is ~65 mW m-2 and 
~37 mW m-2 is from radiogenic heat production (57%)  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248 Heat Transfer

Table 4.3 Typical Concentrations of the Heat-Producing Elements in
Several Rock Types and the Average Concentrations in Chondritic

Meteorites

Concentration
Rock Type U (ppm) Th (ppm) K (%)

Reference undepleted (fertile) mantle 0.031 0.124 0.031
“Depleted” peridotites 0.001 0.004 0.003
Tholeiitic basalt 0.07 0.19 0.088
Granite 4.7 20 4.2
Shale 3.7 12 2.7
Average continental crust 1.42 5.6 1.43
Chondritic meteorites 0.008 0.029 0.056

incompatible elements. The concentrations of the heat-producing elements
in a typical continental rock such as a granite are quite variable, but in
general they are an order of magnitude greater than in tholeiitic basalts.
Representative values of concentrations in granite are given in Table 4–3.

It is generally accepted that the chondritic class of meteorites is rep-
resentative of primitive mantle material. The average concentrations of the
heatproducing elements in chondritic meteorites are listed in Table 4–3. The
concentrations of uranium and thorium are about a factor of 4 less than our
mean mantle values, and the concentration of potassium is about a factor of
2 larger. The factor of 8 difference in the ratio CK

0 /CU
0 is believed to repre-

sent a fundamental difference in elemental abundances between the Earth’s
mantle and chondritic meteorites.

Problem 4.3 Determine the present mean mantle concentrations of the
heat-producing elements if the present value for the mean mantle heat pro-
duction is 7.38 × 10−12 W kg−1 and CK

0 /CU
0 = 6 × 104 and CTh

0 /CU
0 = 4.

Problem 4.4 Determine the rates of heat production for the rocks listed
in Table 4–3.

Problem 4.5 The measured concentrations of the heat-producing ele-
ments in a rock are CU = 3.2 ppb, CTh = 11.7 ppb, and CK = 2.6%.
Determine the rate of heat generation per unit mass in the rock.

Turcotte and Schubert, 2014
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Heat transfer processes in the lithosphere

• Conduction: The diffusive transfer of heat by kinetic atomic 
or molecular interactions within the material. Also known as 
thermal diffusion.

• Production: Not really a heat transfer process, but rather a 
source of heat. Sources in the lithosphere include radioactive 
decay, friction in deforming rock or chemical reactions such as 
phase transitions.

• Advection: The transfer of heat by physical movement of 
molecules or atoms within a material. A type of convection, 
mostly applied to heat transfer in solid materials.
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V ·rT = 0

Mathematical description of advection

• Advection in the vertical direction at velocity 𝑣𝑧 at steady 
state can be represented mathematically as

• Note that this equation simply describes the vertical 
translation of temperatures, and that in order for any 
change in temperature to occur, advection must be 
combined with other heat transfer processes such as 
conduction

• In general, we can describe heat advection as
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Time-dependent  
advection and diffusion

Fig. 3.13, Stüwe, 2007
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The heat conservation equation

• We now combine our three heat transfer components 
(conduction, production, advection) into the heat 
conservation equation, which describes heat transfer subject 
to each of these processes

• In one dimension (vertical), this equation is

• Alternatively, we can state the same equation in substituting in 
Fourier’s first law for the heat flux 𝑞 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The heat conservation equation

• We now combine our three heat transfer components 
(conduction, production, advection) into the heat 
conservation equation, which describes heat transfer subject 
to each of these processes

• In general, we can state  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Physical model 
concepts:

Rheological laws
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Rheology of the lithosphere

• The term rheology refers to the flow characteristics of 
materials

• For most geoscientists this term describes the deformation 
behavior of materials regardless of whether deformation 
occurs by flow, fracture, or other mechanisms

• Rock deformation mainly occurs by three deformation 
mechanisms:

• Elasticity

• Plasticity

• Viscous flow

 66



www.helsinki.fi/yliopisto May 13, 2018Intro to geodynamic modelling

Rheology of the lithosphere

• The term rheology refers to the flow characteristics of 
materials

• For most geoscientists this term describes the deformation 
behavior of materials regardless of whether deformation 
occurs by flow, fracture, or other mechanisms

• Rock deformation mainly occurs by three deformation 
mechanisms:

• Elasticity - Can ignore this, not relevant for long time scales

• Plasticity

• Viscous flow
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Perfectly plastic behavior

• Constant stress required for 
deformation

• No deformation prior to 
exceeding yield stress

• Infinite deformation if applied 
stress equals (or exceeds) 
yield stress

• Nonrecoverable

 68
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Perfectly plastic behavior

• Constant stress required for 
deformation

• No deformation prior to 
exceeding yield stress

• Infinite deformation if applied 
stress equals (or exceeds) 
yield stress

• Nonrecoverable
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�s =
mg sin ✓

A

�n =

mg cos ✓

A

634 Faulting

Figure 8.5 A block of mass m on an inclined surface. The angle θ is in-
creased until the block slips. The component of the gravitational force mg
normal to the surface is mg cos θ, the component parallel to the surface is
mg sin θ.

stress drops during large earthquakes range from τfs − τfd = 1 to 100 MPa.
Taking G for crustal rocks equal to 30 GPa, we find from Equation (8–20)
that the distance b lies in the range 75 m to 7.5 km.

The static frictional stress is the stress on the fault when earthquake
rupture initiates on the fault. During rupture, slip is occurring on the fault
and the shear stress on the fault is the dynamic frictional stress. Stick–slip
behavior occurs as long as the static frictional stress τfs is greater than the
dynamic frictional stress τfd, τfs > τfd.

Extensive laboratory studies have been carried out to determine when slip
will initiate on a contact surface. A simple example is a block of mass m
sitting on an inclined surface as illustrated in Figure 8–5 (see also Problem
2–10). The angle θ is increased until the block begins to slip. The normal
stress that the block exerts on the surface is

σn =
mg cos θ

A
(8.21)

where A is the contact area of the block. The frictional shear stress on the
surface required to keep the block from slipping is

τf =
mg sin θ

A
. (8.22)

Slip will occur when τf = τfs, the static frictional stress. Under a wide
variety of conditions it is found experimentally that

τfs = fsσn, (8.23)

where fs is the coefficient of static friction. This relation is known as Amon-
ton’s law. The greater the normal stress, the harder it is to initiate sliding.

• Fault slip accounts for a large portion of 
deformation of the upper crust

• Friction must be overcome for slip to occur 

• After exceeding the frictional resistance, 
slip will occur on the fault or shear zone

• Known as frictional plasticity

• The basic relationship for static friction 
is 
 
where 𝑓𝑠 is the coefficient of static 
friction, and 𝜏𝑓𝑠 is the static 
frictional stress required for slip  

Frictional plasticity
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Fig. 8.5, Turcotte and Schubert, 2014

Normal stress

Shear stress

(Amonton’s law)⌧fs = fs�n
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(Linear) Viscous deformation

• In simple shear,  
 
 
Shear stress proportional to 
shear strain rate

• In general,  
 
 
deviatoric stress is proportional 
to strain rate

• For linear viscous (Newtonian) 
materials, 𝜂 is constant

• Nonrecoverable
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(Linear) Viscous deformation

• In simple shear,  
 
 
Shear stress proportional to 
shear strain rate

• In general,  
 
 
deviatoric stress is proportional 
to strain rate

• For linear viscous (Newtonian) 
materials, 𝜂 is constant

• Nonrecoverable
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Nonlinear viscous deformation

• Most rocks do not behave as 
Newtonian viscous materials

• Why not?

• Two main reasons:

• Temperature dependence 
 
 
𝐴0 is the pre-exponent constant, 

𝑄 is the activation energy, 𝑅 is 

the universal gas constant and 𝑇K 
is temperature in Kelvins
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Nonlinear viscous deformation

• Most rocks do not behave as 
Newtonian viscous materials

• Why not?

• Two main reasons:

• Nonlinearity 
 
 
𝑛 is the power law exponent and 

𝐴eff is a material constant in Pa𝑛 s

• Many rocks deform 8 times as fast 
when stress is doubled 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Lithospheric 
strength envelopes

• There are many ways 
in which lithospheric 
strength can be 
modelled, here are a 
few

• Jelly sandwich

• A - Brace-Goetze

• B - Wet LC

• Crème brûlée

• C - Wet UM

• D - Wet LC, UM
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detailed suggestions of Maggi et al.
(2000b) depend on petrological and
melting inferences that have not yet
been tested. In this respect, the
observations of Austrheim and Boundy
(1994) and Austrheim et al. (1997) from
the Norwegian Caledonides are
particularly interesting. They describe
psuedotachylites (friction-generated
melts) that formed under eclogite
conditions at depths of 60 km or more,

with the transformation to eclogite facies
assemblages occurring during shear
failure in metastable dry granulites only
when hydrous fluids are present. These
circumstances may well be relevant to
the deep earthquakes beneath southern
Tibet.

It is clear that water has the potential
to influence lithosphere strength
dramatically. Figure 5 shows a series of
theoretical profiles based on laboratory

experiments, contrasting the expected
behaviors of representative dry and wet
lower crust and mantle combinations
(adapted from Mackwell et al., 1998).
This figure is included not because such
profiles should be taken literally, but to
illustrate the effect of small amounts of
water on creep strength.

IMPLICATIONS
If significant strength resides only in

the seismogenic layer of the continental
lithosphere, it would not be surprising if
regional patterns of active faulting at the
surface were dominated by the strength
of the crustal blocks and the interactions
between them. The strength of the faults
themselves is then presumably a limiting
factor in crustal behavior, but remains
very uncertain (e.g., Scholz, 2000).
Maggi et al. (2000b) suggested that the
heights of mountains and plateaus
correlate with the strength of their
bounding forelands, with higher
mountains requiring greater support.
The large buoyancy force needed to
support Tibet is equivalent to average
deviatoric stresses of ~120 MPa if
contained within the 40-km-thick elastic
layer of India, greatly exceeding the
average stress drops observed in
earthquakes of 1–10 MPa. But the faults
in the Himalayan foreland are not
required to sustain 100 MPa stresses if
most of the seismogenic layer in the
Indian shield is intact. In places where
the seismogenic layer is pervasively
ruptured by faulting, such as in regions
of distributed extension on parallel
normal faults, topographic contrasts and
the stresses required to maintain them
are much less, and approach the levels
of the stress drops seen in earthquakes
(e.g., Jackson and White, 1989).

In the studies summarized here, it is
perhaps the contrast between the shields
and the deforming regions that is most
dramatic. The earthquakes in Figures 1
and 2 suggest the Indian shield
underthrusts Tibet at least as far as 30°N.
Huang et al. (2000) traced the lack of
shear wave anisotropy that is
characteristic of the Indian shield even
farther, to 32°N, and the gravity in Figure
3B suggests that the shield is strong. If
these interpretations are correct, the
strong Indian shield underlies most of
the region of active normal faulting in
southern Tibet (see Fig. 1), making it

Figure 5. Strength envelopes of differential stress (essentially rock strength) versus depth for
various continental conditions, to illustrate the potential effects of water (adapted from Mackwell
et al., 1998). The Moho is at 40 km and the temperature variation with depth corresponds to a
surface heat flow of 60mWm–2. In all cases, the upper crust is represented by wet quartz (Qtz)
and frictional strength by Byerlee’s law. A. A summary of experimental results, in which the
lower crust is represented by dry diabase (MD) or undried granulite (WC), and the mantle by dry
or wet olivine (Ol). B. Wet lower crust and dry upper mantle, showing the popular conception of
the continental lithosphere for the past 20 years, involving a weak lower crust and strong upper
mantle. C. Dry lower crust and wet upper mantle, showing a strong lower crust over a mantle
that has no strength, which may represent conditions under some continental shields, such as
north India. D. Wet lower crust and wet upper mantle, neither of which have significant strength.
In this case, nearly all strength resides in the seismogenic upper crust, which may represent
conditions in most continental areas. 

Jackson, 2002
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Summary I

• The aim of this course is to help you understand geodynamic 
models (mainly in the lithosphere)

• The models are (thermo-)mechanical, where the internal 
and external forces acting on the extremely viscous fluid in 
the model determine how the model will deform

• The physics and general concepts of the equations are fairly 
simple, but as you will see, the numerical solution of the 
equations and the output can be complex
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Summary II

• Deformation of the Earth in numerical geodynamic models is 
based on three simple conservation equations

• Conservation of mass - The continuity equation

• Conservation of momentum - The momentum 
equation

• Conservation of energy - The heat transfer equation

• Conservation of mass, momentum and energy are combined 
with rheological laws to describe fluid movement under an 
applied force
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Extra slides

 80
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Elasticity

• Stress is proportional to 
strain

• For 1-D normal stress 
 
 

• If stress → 0, strain → 0 
(recoverable)
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Elasticity

• Stress is proportional to 
strain

• For 1-D normal stress 
 
 

• If stress → 0, strain → 0 
(recoverable)
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